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(57) ABSTRACT

A user can be authenticated to any of a number of computing
devices using an authentication process that recognizes the
user and verifies that an actual human being is attempting to
be authenticated, in order to minimize the ability of another
person to spoof the authentication process. A model of a user
can be generated and stored in the cloud, enabling that model
to be synchronized across various devices. A user accessing
one of these devices can have image information captured,
which can be used with a facial recognition process, to rec-
ognize the user, and with a human verification process, to
verify that the facial information corresponds to a human
user. Various approaches such as visual analysis, three-di-
mensional imaging, and thermal imaging can be used to
verify that the human user being recognized is interactive
with the device.

20 Claims, 7 Drawing Sheets
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1
IMAGE ANALYSIS FOR USER
AUTHENTICATION

BACKGROUND

As people are utilizing computing devices for an increasing
variety of tasks, there is a corresponding need to improve the
security available for these tasks. While many conventional
approaches rely on password entry for user authentication,
these passwords can be stolen or discovered by other persons
who can impersonate the user for any of a variety of tasks.
Further, the entry of these passwords on portable devices is
not user friendly in many cases, as the small touchscreen or
keyboard elements can be difficult to accurately select using
a relatively large human finger, and can require the user to
turn away from friends or co-workers when entering a pass-
word, which can be awkward or embarrassing in many situ-
ations. In order to avoid typing in long passwords in such
situations, users often have their passwords stored on their
devices or enable information to be stored elsewhere such that
anactivity can be performed without manually re-entering the
password. When using such an approach, however, another
person having access to that device can impersonate the user
for any task associated with the store password. As a com-
promise some users utilize short and simple passwords, but
these passwords can be easily hacked by an unscrupulous user
or application. Certain approaches attempt to improve secu-
rity by adding biometric identification. For example, a com-
puting device might capture an image of a user and analyze
that image to attempt to recognize the user using facial rec-
ognition software. Such a process provides only a certain
level of additional protection, however, as the facial recogni-
tion process can often be spoofed by holding a picture of the
user in front of the camera, as the resulting two-dimensional
image can look substantially the same whether taken of the
user or a picture of the user.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments in accordance with the present dis-
closure will be described with reference to the drawings, in
which:

FIGS. 1(a), (b), and (c) illustrate an example situation
wherein a computing device is configured to capture image
information including a user and perform facial recognition
on the captured image information in accordance with various
embodiments;

FIGS. 2(a), (b), (¢), (d), and 2(e) illustrate example situa-
tions where additional information can be utilized to attempt
to determine that the captured image information corresponds
to a physical user in accordance with various embodiments;

FIG. 3 illustrates an example environment in which aspects
of the various embodiments can be implemented;

FIGS. 4(a), (b), (¢), and (d) illustrate example interface
displays that can be provided on a computing device as part of
a checkout process in accordance with various embodiments;

FIG. 5 illustrates an example process for configuring
image-based authentication that can be utilized in accordance
with various embodiments;

FIG. 6 illustrates an example process for utilizing image-
based authentication in accordance with various embodi-
ments;

FIG. 7 illustrates an example computing device that can be
utilized in accordance with various embodiments; and
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2

FIG. 8 illustrates example components of a device such as
that illustrated in FIG. 7.

DETAILED DESCRIPTION

Systems and methods in accordance with various embodi-
ments of the present disclosure may overcome one or more of
the aforementioned and other deficiencies experienced in
conventional approaches to authenticating a user of a com-
puting device. In particular, various embodiments utilize an
image-inclusive approach to authenticating a user of a com-
puting device, which can be implemented at an application
level and/or by sharing user information across multiple
devices. In at least some embodiments, a user can be verified
to perform a task, access data or functionality, or otherwise
interact with a computing device by enabling the computing
device to capture image information about the user that can
assist in authenticating the user. For example, a computing
device can capture image information for use in performing
facial recognition to determine an identity of the user. In order
to provide a further level of authentication, the device can
utilize the same, different, or additional image information to
verify that the image information corresponds to a physical
being and not a representation of a user, such as may be
provided through a picture or video of a user.

For example, a computing device can capture video infor-
mation of the user over a period of time to determine whether
the user performs an action indicative of a physical person,
such as by blinking or making another such motion. In some
embodiments, the device can prompt the user to perform
certain actions, motions, or gestures, such as to smile, blink,
or tilt his or her head. The device (or a system or service in
communication with the device) then can analyze the cap-
tured video to determine whether the video likely corre-
sponds to a physical user when the prompted action is
observed, and in at least some embodiments can further
authenticate an identity of the user when a motion of the
action matches a model of the user performing that action
with at least a minimum level of confidence. The device can
also capture various other types of image information as well,
such as infrared image information, thermal imaging data, or
other such information which can assist in determining the
presence of a human user. In at least some embodiments, two
or more of these approaches can be combined to improve an
accuracy of the determinations.

Various other applications, processes and uses are pre-
sented below with respect to the various embodiments.

As mentioned, various computing devices can attempt to
authenticate a user through a facial recognition process. FIG.
1(a) illustrates an example situation 100 wherein a camera
106 of a computing device 104 is able to capture image
information regarding objects within a field of view 108 of
that camera. Although a portable computing device (e.g., a
smart phone, an e-book reader, or tablet computer) is shown,
it should be understood that various other types of electronic
devices that are capable of determining and processing input
can be used in accordance with various embodiments dis-
cussed herein. These devices can include, for example, note-
book computers, personal data assistants, video gaming con-
soles or controllers, and portable media players, among
others. The computing device 104 can include one or more
cameras or other such capture elements operable to perform
functions such as image and/or video capture, positioned at
any appropriate location on the device. Each image capture
element may be, for example, a camera, a charge-coupled
device (CCD), a motion detection sensor, or an infrared sen-
sor, or can utilize another appropriate image capturing tech-
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nology. In FIG. 1(a), the head of a user 102 is positioned
within the field of view 108 of the camera 106, such that the
computing device capture image information including at
least a portion of the user’s face to analyze using a facial
recognition process or other such application.

FIG. 1(b) illustrates an example image 120 that could be
captured of a user’s face 122 in accordance with various
embodiments. After any pre-processing or filtering, as known
in the art for improving a quality of image capture, the image
120 can be fed to a facial recognition process, for example,
that is operable to analyze the image to attempt to locate the
user’s face and any landmarks or features of the face that can
be helpful in identifying the user. For example, FIG. 1(c)
illustrates an example set of landmark or feature locations 142
that can be determined using such a process. In at least some
embodiments, the relative locations of these features can be
compared to a library or set of facial feature locations for one
or more users, in order to attempt to match the relative fea-
tures locations with the stored feature locations of a user of
the device. Various pattern or point matching algorithms can
be used for such processes as known in the art. If the relative
point distribution, or other such data set, matches the infor-
mation for a user with at least a minimum level of confidence,
the user can be authenticated to the device (assuming the
identified user matches any information manually provided
by the user, for example).

As discussed, however, such a process can potentially be
spoofed by holding or otherwise providing a picture or other
representation of an authorized user within a field of view of
a camera of a computing device, as the relative point distri-
bution determined from the image will be substantially the
same as if the computing device was capturing an image of the
actual user. For example, FIG. 1(5) would look substantially
the same if the camera took a picture of the user, the picture
was printed out, and that picture was then held in front of the
camera for a subsequent picture (other than potential difter-
ences in lighting, coloration, etc.).

Accordingly, systems and methods in accordance with
various embodiments can perform an additional image analy-
sis step or process in order to attempt to verify that the cap-
tured image actually corresponds to a living, physical being in
the field of view of a camera of a computing device. FIG. 2(a)
illustrates an example situation 200 wherein a user 206 is
positioned within a field of view 208 of a camera 204 of a
computing device 202. In some embodiments, the camera 204
can be a video capture element capable of capturing a sub-
stantially continuous stream of image information, at least
over a specified period of time. Since it can be very resource
intensive to process the entire video stream using facial detec-
tion algorithms or other such processes, various approaches
can instead utilize a less robust algorithm, such as a pattern
matching algorithm, to attempt to identify the presence of a
person’s head or other such feature in the image stream. For
example, in FIG. 2(a) a pattern matching algorithm can look
for a contour or shape that matches the shape of a human head
within a specified level or range of certainty. Upon detecting
such a shape or contour, the device can track a relative posi-
tion or area 210 in the captured image information corre-
sponding to the user’s head. Approaches for detecting and
tracking shapes or contours are known in the art and as such
will not be discussed herein in detail. In at least some embodi-
ments, the detection of a user’s head can cause at least one
user authentication process to be activated.

In certain embodiments, a single image might be captured
of'the user for purposes such as facial recognition. In at least
some embodiments, however, one or more additional images
and/or video of the user can be captured to assist in determin-
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ing whether the image information being captured corre-
sponds to a physical human positioned relative to the device.
In at least some embodiments, head tracking can be used to
reduce the amount of image information that must be ana-
lyzed in accordance with various embodiments, in order to
reduce the amount of resources needed for the processing,
etc.

In at least one embodiment, an infrared emitter and detec-
tor can be used to determine shape information of the head
being imaged in accordance with various embodiments. The
infrared emitter can be any appropriate emitter, such as may
include one or more infrared (IR) LEDs, and the infrared
detector can be any appropriate detector, such as at least one
IR sensor or a camera operable to capture light in at least the
infrared spectrum. In at least some embodiments, the IR
emitter can be configured to emit a pattern of infrared light,
such as a regular pattern of commonly sized dots of similar
intensity. Such a pattern can be advantageous, as the reflec-
tion of the pattern can provide information about the object
reflecting the light. For example, FIG. 2(4) illustrates an
example image 220 that can be captured by an infrared sensor,
for example, that shows the reflected pattern of infrared dots
222. As illustrated in this example image, the reflected dots
are still in a regular pattern with a similar intensity. Accord-
ingly, it can reasonably be determined that the pattern is being
reflected from a two-dimensional surface, such as a photo-
graph of a user.

Various depth sensors can be used as well, such as distance
sensors or other elements that can be used with the image
information to generate a three-dimensional model of the face
being captured. Other approaches such as sterecoscopic imag-
ing can be used as well. By generating three-dimensional
mapping information, which can be relatively low resolution
in at least some embodiments, a determination can be made as
to whether the camera is capturing image information of a
three-dimensional head or a two-dimensional photograph or
video display. In a potentially less resource intensive process,
the image information from stereo images can be compared
without generating a three-dimensional map or set of dispar-
ity information, as the head would have a slightly different
pose from each camera and the head having the same pose in
images captured from both cameras would be indicative of a
photograph instead of a physical user.

Inthe example image 240 of F1G. 2(c), the reflected pattern
of'infrared dots 242 is substantially different from the pattern
that was projected from the device. For example, portions of
the pattern that were not incident on the user are not shown in
the reflected image. Further, the dots that are shown are of
different shape, size, and intensity, indicating that the pattern
is falling on, and being reflected by, a three-dimensional
object. Further still, a human face has varying hardness and
reflectivity values, so dots at different locations will be
reflected with different intensity. In at least some embodi-
ments, a threshold amount of variation in the pattern can be
sufficient to indicate that the imaged object is not a photo or
video, which can be sufficient for at least some applications.
In some embodiments, the reflected pattern can be analyzed
to determine whether the pattern matches a pattern that would
be reflected from an object shaped like a human face, reflected
with deviations that match the user’s face, or other such
information, in order to provide yet another level of accuracy
for user authentication. Various other approaches can be used
as well as should be apparent. For example, an infrared bar
can be scanned across auser’s face to look for variations in the
shape ofthe bar, a spot can be moved across the face in a raster
pattern to look for deviations, etc.
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In another embodiment, a thermal imaging approach can
be used to attempt to determine whether the image informa-
tion corresponds to a physical being. For example, a comput-
ing device can include a thermographic camera, infrared cam-
era, or other such sensor or component operable to capture
infrared energy emitted, transmitted, or reflected by an object.
FIG. 2(d) illustrates an example image 260 illustrating ther-
mographic variations that can be captured and analyzed in
accordance with various embodiments. As illustrated, there
can be significant variations in the thermal readings 262 for
different portions of a user’s face and head. The thermal
image captured of a human face will be very different than
one captured for a piece of paper, as there will be a significant
variance in the thermal characteristics of regions such as the
eyes, nose, and mouth of a physical user, while these varia-
tions will not be present in a photograph. In some embodi-
ments, a determination of at least a threshold amount of
variation can be sufficient to determine that the object being
imaged is not a picture or video, or other non-living object. In
at least some embodiments, the actual pattern or amount of
variation can be analyzed and compared to information stored
for a human face and/or the actual user’s face. Such informa-
tion can be used to provide a further level of accuracy for
image-based user authentication.

In another embodiment, a user can be asked to perform a
specific motion, gesture, or action within the field of view of
the camera to help verify that the image information corre-
sponds to a physical human user. The device might select one
of'a plurality of different actions at random, in order to mini-
mize the ability of someone to provide video of a user per-
forming the specified action within a specified period of time,
such as within five seconds of prompting by the device. In this
example, the user has been asked to perform an action such as
to blink the user’s left eye 284 or smile 282, or a combination
of both, as illustrated in the example image 280 of FIG. 2(e).
The action can be any action that is recognizable by the device
when performed by a user, such as upon analysis by at least
one feature detection algorithm or pattern matching algo-
rithm. In some embodiments, an amount of detectable motion
or variation of the face in the image can be sufficient, while in
other embodiments the actual motion can be analyzed to see
if the action corresponds to the prompted action, and in at
least some embodiments the action can be compared to infor-
mation stored for the user previously performing that action,
to deter mine whether the person performing the action is
likely the user. Other motions or actions can be used as well,
such as opening and closing the user’s mouth, frowning,
rotating the user’s head, nodding, or performing another such
action that cannot be replicated with a two-dimensional
image (i.e., not just a tilting of the head in a plane parallel to
the device).

In some embodiments, the device might not prompt a user
to perform an action, at least over a specific period of time, but
instead might monitor the user for natural motions or actions.
For example, an average person will blink his or her eyes
about once every twenty-five to thirty seconds. If acomputing
device captures video information for a period of sixty sec-
onds, for example, and the video does not contain a single eye
blink (e.g., an eye open for at least five seconds followed by a
closure of less than a second) then the image information can
be considered to include a non-human representation, instead
of a live person. Other detected motions of the face can be
used as well, but these motions should be motions that cannot
be faked using a photograph. For example, a user holding a
hand up in front of the face might not be a valid motion, as an
unauthorized person could hold their hand in front of a pho-
tograph of an authorized user, etc.

10

15

20

25

30

35

40

45

50

55

60

65

6

In some embodiments, a computing device with at least
one infrared (IR) emitter and receiver can look for objects
corresponding to the human eye in the captured image infor-
mation, where the IR was reflected back from one or more
objects within a field of view of the IR receiver. As known in
the art, the human eye reflects IR radiation differently than the
rest of the human head, such that the presence and/or position
of a user’s eyes can quickly be detected and/or located by
analyzing a captured IR image. Such information can help
determine the presence of a user’s head without requiring
significant image processing, and can also help improve the
perspective determinations in at least some embodiments.

FIG. 3 illustrates an example environment 300 in which
various aspects can be implemented in accordance with vari-
ous embodiments. In this example, a user can utilize any
appropriate computing device 302 to attempt to access con-
tent and/or functionality on the device. The content can
include content stored on the device, such as a game or appli-
cation stored locally, or can come from across at least one
network 304, such as pages of an electronic marketplace 306
provided by an electronic retailer or other such entity. It
should be understood that while an electronic marketplace is
used as an example, any appropriate type of content can be
accessed within the scope of the various embodiments, as
may include financial information, personal records, news
content, gaming content, and the like. Further, an authentica-
tion process might be used on the device to allow any such
access, after which a user has access to any of a number of
different types of content from any of a number of different
sources.

In this example, the user submits a request across at least
one network 304, such as an intranet, the Internet, a cellular
network, a local area network, or any other such network or
combination thereof. Components used for such a system can
depend at least in part upon the type of network and/or envi-
ronment selected. Protocols and components for communi-
cating via such a network are well known and will not be
discussed herein in detail. Communication over the network
can be enabled by wired or wireless connections, and com-
binations thereof. The request can be received to the elec-
tronic marketplace system 306, which can locate content such
as information about products offered for consumption (e.g.,
purchase, rent, borrow, lease, or download), as may be located
in at least one data store 308 for the marketplace, and provide
that content for display on the client computing device 302
from which the request was initiated.

During a user session with the electronic marketplace, a
user might want to perform an action such as to access user
account information or purchase an item. Such actions might
require the user to be authenticated to the electronic market-
place. While in some embodiments a password or similar
authentication mechanism can be used, in this example the
computing device 302 being operated by the user can be
triggered to capture image information about the user. In
some embodiments, the computing device or electronic mar-
ketplace might first contact an entity such as a verification
service 310 in order to initiate a verification session and/or
determine a type of image information to be captured. Inother
embodiments, an application executing on the computing
device can cause image information to be captured of a user,
which can be analyzed on the device and/or uploaded to the
verification service 310 for analysis. In at least some embodi-
ments, a decision as to whether to process information on the
user device or using an external service or network device can
be based on any of a number of factors, such as a current level
of network bandwidth, network availability, cost of sending
the data, power consumption of the local computation,
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remaining battery power of the device, and processing
latency, among other such factors. The decision also can be
made using logic on the device, at the electronic marketplace,
or any other appropriate location. In at least some embodi-
ments, an amount of pre-processing can be performed on the
device, after which at least portions of the processed image
information can be uploaded for further processing. In this
example, the verification service 310 receives image infor-
mation that can be compared against information stored for
the purported user, such as in a user data store 312, in order to
determine whether the person operating the device matches
the purported user. As part of the analysis, the verification
service can perform facial recognition on the uploaded image
information. As another part of the analysis, the verification
service 310 can also analyze the image information to attempt
to determine whether the image information corresponds to
anactual human. In some embodiments the same image infor-
mation is analyzed as for the facial recognition process, while
in other embodiments other image information can be used,
as may be captured at different times, under different condi-
tions, and/or captured using a different camera or sensor.

The verification service 310 (or a user device, etc.) can use
any approach or combination of approaches discussed or
suggested herein to attempt to authenticate the user. In some
embodiments, the service might pull information from a
model data store 314 or other such location, which can store
user models, feature models, processing algorithms, and the
like, in order to analyze the uploaded image information. If
additional image information is needed, such as where the
verification service cannot make a determination with a mini-
mum level of confidence, the verification service can send a
request to the computing device to capture additional image
information, prompt the user to perform, and action, etc.
Once the analysis has been completed, whether on the device
or through the verification service, the result can be provided
to the computing device 302 and/or the electronic market-
place 306, whereby the action desired to be performed by the
user can be allowed or disallowed based at least in part upon
whether the user was authenticated. Various other approaches
can be used as well as discussed and suggested elsewhere
herein.

FIGS. 4(a)-(d) illustrate states of an example interface that
can be displayed to a user as part of the authentication process
in accordance with various embodiments. For example, FIG.
4(a) illustrates a state 400 where a user is browsing content
for a notebook computer 402 offered through an electronic
marketplace. Ifthe user is interested in the notebook, the user
can select options 404 relating to the notebook, such as to add
the notebook to a virtual shopping cart or a wish list for the
user. In this example, the user also has an option 406 to buy
the item using an identity verification process or other such
approach. In this example, selecting the option to purchase
through user authentication can cause an interface state 420 to
appear that provide instructions 422 to the user to perform an
initial action with respect to the device. In this example, the
interface asks the user to place his or her face in a particular
position with respect to the device such that the face is within
a box 424 or region of analysis as illustrated in FIG. 4(b).
When the user’s face is in the proper location, the face can be
detected by the device and image information analyzed using
a facial recognition or other such process, either on or remote
to the device. As another portion of the authentication pro-
cess, the interface in this example can enter another state 440
where information 442 is provided to the user instructing the
user to perform a particular action, such as is illustrated in
FIG. 4(c). For a period of time after the instructions are
initially provided, video information can be captured which
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then can be analyzed to determine whether the user per-
formed the requested action within a determined period of
time. If not, the user may not be authenticated, or may have to
go through another step to be authenticated. If the user is
recognized and has performed the requested action, the user
can be authenticated to the device, and the transaction can be
completed without further action or input from the user.
Accordingly, an interface state 460 such as that illustrated in
FIG. 4(d) can be displayed that indicates to the user that the
notebook was successfully purchased. As mentioned previ-
ously, it should be understood that an e-commerce setting is
merely an example, and that such an approach can be used to
enable a user to view financial information, stream music,
access a save file fora video game, or otherwise access data or
functionality within the scope of the various embodiments.

Such approaches provide for user authentication without
the user having to physically interact with a computing
device, which can enable a user to access information by
looking at a camera, performing a simple gesture such as a
smile, or performing another such action. Such an authenti-
cation can be user friendly, particularly with respect to con-
ventional approaches such as typing and remembering long
passwords, and can provide enhanced security because it can
be difficult for another person to replicate a user’s face in
three dimensions. A user can provide authentication while in
public without people nearby being able to tell, and even a
person discovering a password or stealing the user’s device
will not be able to access the information protected by image-
based security approaches discussed herein. Such an
approach also can improve the user experience, as a smile or
wink-based approach can be fun for some users. Such
approaches can utilize still image or video information, as
may be based at least in part upon the capabilities of the
device, the amount of remaining battery power, or other such
aspects. Further, certain embodiments enable a user to set up
the authentication information or service once and then
access that information from various devices for various pur-
poses and applications. As mentioned, a Web service or other
such entity can manage the authentication process and make
the authentication information available from any appropriate
location. Such approaches can also create a new data point for
business intelligence and fraud detection.

As mentioned, an authentication process in accordance
with various embodiments can include at least two phases: a
configuration phase and an execution phase. The configura-
tion phase can run once per user in order to obtain the neces-
sary information, after which time the information can be
available from any appropriate device in the execution phase.
In at least some embodiments, however, the user can have the
option or re-running the configuration phase, or the configu-
ration can update over time as the user grows, the recognition
information changes slightly, etc. In the configuration phase,
a user can select configuration settings based on factors such
as need and preference. The configuration phase can collect
information such as the identity of the user, as well as image
information useful in authenticating the user. For example, an
authentication module might take photos and video clips of
the user to analyze and/or use in building models of the user.
Information about a user’s face or other such features then can
be stored by the device and/or uploaded to a location such as
a cloud provider for use in subsequent authentication. When
the user subsequently performs an action during the execution
phase, such as by selecting an option that requires authenti-
cation, an authentication module executing on the device can
invoke a front-facing camera of the computing device to
capture photos or a video clip of the person using the physical
device. The authentication module can attempt to recognize
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the face of the person as an authorized user, such as the user
currently logged into an application. The authentication mod-
ule can also attempt to determine that the image information
corresponds to a physical person. Once the face is recognized,
and this “hidden” human identification process provides
approval, the requested action can proceed. If the face cannot
be recognized, or the image cannot be determined to corre-
spond to an actual human, the checkout can be blocked and
further security actions activated, as may include notifying
the customer by email, providing a mobile notification or
phone call, and/or prompting for email password authentica-
tion.

FIG. 5 illustrates an example process 500 for configuring a
user authentication process that can be used in accordance
with various embodiments. It should be understood that, for
any process discussed herein, there can be additional, fewer,
or alternative steps performed in similar or alternative orders,
or in parallel, within the scope of the various embodiments
unless otherwise stated. In this example, identifying informa-
tion can be received 502 from auser to adevice or application,
such as by providing a username, password, identifier, or
other such information. In at least some embodiments, the
user might have previously provided such information as may
be stored for the user, such as in a cookie or cache, to be used
for a current session. In at least some embodiments, a selec-
tion can be received 504 from a user to enroll in the visual
authentication process. In embodiments that are not tied to a
particular application or device, a user might be able to pro-
vide information such as an email address and password, and
use this information to authenticate the user’s identity to any
application or device that allows authentication using the
visual authentication process. As mentioned, the process can
trigger capture 506 of one or more images or video clips of the
user for analysis. This can include, for example, three images
captured at a time or a ten second video clip, for example. At
or near a time of the capture, the process can prompt 508 the
user to perform one or more actions, such as to perform a
facial gesture, turn in a certain direction, etc. Once the image
information is obtained, the image information can be
uploaded 510 to another device, such as a cloud server, for
analysis. The image information can be extracted, normal-
ized, and otherwise processed 512 by an authentication mod-
ule or other such component. A model for the user then can be
generated 514 (or updated) by a cloud server or a related
device having access to the processed image information.
Any appropriate images, video clips, models, or other infor-
mation then can be bound 516 to, and persisted with, the
corresponding user profile. In at least some embodiments, the
model can be automatically synchronized to multiple devices
for the user, such as a mobile phone, a tablet computer, an
e-book reader, and the like. The authentication information
can be made available to various processes or devices as
discussed elsewhere herein.

FIG. 6 illustrates an example process 600 for authenticat-
ing a user using image information that can be utilized in
accordance with various embodiments. In this example, a
request is received 602 from a user to access an application or
functionality on a computing device that is associated with a
visual authentication process or other such approach as dis-
cussed elsewhere herein. In this example, an authentication
module executing on the computing device can determine
identify information about the user, such as upon the user
entering username and/or password information, and can
ensure that the latest visual model or other such information
is obtained 604 from a location such as a cloud server or
authentication service available across at least one network.
As mentioned, visual and/or model information for a user
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profile can be stored in a network-accessible location for use
by any of anumber of different devices or applications for any
of'a number of authentication-related purposes.

At some point during the user session, a selection of an
option can be received 606 from the user, where that option
requires authentication of the user. As discussed elsewhere
herein, this option can include a checkout at an e-commerce
site, access to financial information, and the like. Depending
at least in part upon configuration information, device capa-
bilities, application requirements, or other such aspects, an
image or video mode can be selected on the computing device
for capturing image information for the authentication pro-
cess. When an appropriate image capture mode is selected,
one or more cameras can be activated 608 on the device and
image information captured 610, such as may include a set of
still images or a clip of video information. The captured
image information in at least some embodiments can be pre-
processed 612, such as by performing one or more filtering,
cropping, or processing steps on the image information and,
in the case of video information selecting one or more repre-
sentative frames from the video, as may meet one or more
selection criteria (e.g., head detected, relative orientation,
etc.).

The image information can be processed to detect a loca-
tion of a face in the image information, which can be marked
in at least some embodiments. A face recognition algorithm
can be used to process 614 the image information, to attempt
to recognize the identity of the face in the image information
with at least a minimum level of confidence. In one embodi-
ment, a distance or score between 0 and 1 is determined
between the face in the image information and the faces in the
user information. Higher scores are associated with greater
similarity between the faces. In certain algorithms, the dis-
tance of the image face and each registered user of the device
is computed and the maximum score selected. If the selected
face is similar enough to the user face information that the
similarity value is higher than a pre-set similarity threshold,
the customer can be identified 616. Ifthe useris not identified,
the user can be denied 618 access to functionality on the
device. At the same time, before, or subsequent to the facial
recognition process, a physical user determination can be
made as well. In some embodiments, the physical user deter-
mination will be performed during the facial recognition pro-
cess, which can take an amount of time to complete. In this
example, the image information is analyzed 620 to determine
whether the user captured in the image information is a physi-
cal user or a representation of a user. As discussed, this can
involve capturing additional information with specific illumi-
nation activated, capturing video of a user performing a
prompted action, etc. If the image information cannot be
determined 622 to correspond to a live person with at least a
minimum level of confidence, the user can be denied 624
access to functionality on the device. If the image information
is determined to correspond to a live user, the user can be
granted 626 access to the desired functionality. In some
embodiments, a person who cannot be authenticated can be
blocked from retrying the authentication process for at least a
period of time in an attempt to minimize the ability to spoof
the authentication process. Various other approaches can be
utilized as well within the scope of the various embodiments.

In some embodiments, multiple human validation
approaches can be used to attempt to verify that the image
information actually includes information for a live person. A
device can be configured to utilize multiple approaches by
default, or can utilize additional approaches when one or
more default approaches is unable to make a determination
with at least a minimum level of confidence. In at least some
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embodiments, at least one environmental condition might
affect the approach that is selected, such as may depend upon
an amount of light or motion around the device, an amount of
battery power of the device, and other such factors. When
multiple approaches are used, a relative weight can be
assigned to the result from each approach, and those results
combined to attempt to come to a consensus as to whether the
image information represents a physical person. The weight-
ing can be determined using any appropriate criteria, such as
past performance of an algorithm, current environmental con-
ditions, or other such information.

In some embodiments other approaches can be used when
image-based approaches alone cannot authenticate the user.
A discussed, the user can be prompted to perform a certain
action, say a certain word, or perform an action, although
actions such as speaking a word can be spoofed as well. In
some embodiments, the device can provide information that
only the user would know, such as items the user has recently
viewed or content the user has recently accessed, and can ask
the user to select items meeting certain criteria (e.g., items the
user purchased, articles the user read, etc.). Other approaches
such as Captcha entry, question and answer entry, etc., can be
used as well to attempt to authenticate the user. In certain
embodiments, orders or actions that are allowed but where
multiple approaches were needed to authenticate the user can
be flagged for follow-up or other such action on behalf of a
provider or other such entity.

In at least some embodiments, additional data points can be
accumulated to improve the model of the user each time the
user passes an authentication process. In some embodiments
additional data might be accumulated when the confidence
levels start dropping or various other criteria are met, in order
to continually improve and/or refine the model. Such an
approach can be particularly important for younger users
whose facial features can changes significantly over a rela-
tively short period of time.

In some embodiments, certain locations, IP addresses, or
other information can be black listed or white listed as well.
Forexample, ifan IP address is associated with a user’s home,
that address might be added to a white list such that subse-
quent authentication is not necessary, or at least has to meet a
lower standard. If an IP address is associated with fraudulent
activity, that IP address might be black listed and not allowed
to be used to authenticate a user. Various other such
approaches can be used as well as known for addressing
fraudulent activity.

FIG. 7 illustrates an example of an electronic computing
device 700 that can be used in accordance with various
embodiments. As discussed, various other types of electronic
devices can be used as well within the scope of the various
embodiments. This example device includes a display ele-
ment 712 for displaying information to a user as known in the
art. The example device also includes at least one motion-
determining element 708, such as an accelerometer or gyro
element, which can be used to determine motion of the
device, which can help to predict blur or focus of a captured
image using various approaches described herein. The device
also includes at least one image capture element for capturing
image information about the user of the device. The imaging
element may include, for example, a camera, a charge-
coupled device (CCD), a motion detection sensor, or a radia-
tion sensor, among many other possibilities. The example
device in FIG. 7 includes a digital video camera 710 for
capturing image information using ambient light as known in
the art. The example device also includes an infrared (IR)
emitter 702 and an IR detector 704. The device also includes
another sensor that can be used for detecting IR or other
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radiation, or can be a lower resolution camera or other such
components or discussed herein. The IR emitter 702 can be
configured to emit IR radiation, and one or more of the detec-
tors can detect the IR radiation reflected from a user (or other
such surface or object).

The emitter(s) and detector(s), and any ambient light cam-
era(s) or other image capture element(s), can be positioned on
the device in locations that are least likely to interfere with the
user’s operation of the device. For example, if it is determined
that average users hold the device by the middle of either side
of'the device and primarily on the right side or on the bottom
of'the device, then the emitter and detectors can be positioned
at the corners of the device, primarily on the left-hand side or
top ofthe device. In some embodiments, it might be useful for
a user to participate in a calibration process which accounts
for aspects such as the strength of eye reflection from the user,
as well as to determine dimensions, calibrate direction deter-
minations, etc. Such an approach also can be useful if a user
uses glasses that reduce the reflective capability, etc.

The example device in FIG. 7 also includes a separate
detection element 716, such as a motion sensor, heat signature
detector, or light sensor. Such an element can provide input
such as whether there is sufficient lighting for an image to be
analyzed, as well as whether there is potentially a person in
the room for purposes of activating an image capture or ori-
entation-determining process. Further, a light-detecting sen-
sor can help the device compensate for large adjustments in
light or brightness, which can cause a user’s pupils to dilate,
etc. For example, when a user is operating a device in a dark
room and someone turns on the light, the diameters of the
user’s pupils will change. As with the example above, if the
device includes a display element that can operate in different
modes, the device may also switch modes based on changes in
the user’s pupil dilation. In order for the device to not improp-
erly interpret a change in separation between the device and
user, the light detecting sensor might cause gaze tracking to
be temporarily disabled until the user’s eyes settle and a
recalibration process is executed. Various other such
approaches to compensate for light variations can be used as
well within the scope of the various embodiments.

The example device 700 in FIG. 7 is shown to also include
a microphone 714 or other such audio-capturing device. In
some embodiments, the device can include multiple audio
capture elements that can be used to help determine a relative
direction or location of an audio source in two or three dimen-
sions. The device in at least some embodiments can also
trigger various actions based upon sound detected by the
microphone. For example, if the device detects speech from a
person, the device might activate video capture to attempt to
locate and/or identify the person speaking.

In the example configuration of FIG. 7, each imaging ele-
ment 704, 706, 716 is on the same general side of the com-
puting device as a display element, such that when a user is
viewing the interface in the display element the imaging
element has a viewable area that, according to this example,
includes the face of the user. While in some embodiments the
imaging element is fixed relative to the device, in other
embodiments the imaging element can be operable to track
the position of the user, such as by rotating the imaging
element or an optical element (e.g., a lens, mirror, etc.) that
directs light to the imaging element. In some embodiments,
the device can include capture elements on the sides, back, or
corners of the device, or in any other such location, which can
capture image information in any appropriate direction
around the device. In some embodiments, a device can con-






