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1
WORKING WITH 3D OBJECTS

CROSS REFERENCE TO RELATED
APPLICATIONS

This is a continuation of and claims priority to U.S. patent
application Ser. No. 12/652,721, filed on Jan. 5, 2010, the
content of which is incorporated herein by reference.

TECHNICAL FIELD

This subject matter is generally related to working with 3D
objects.

BACKGROUND

Computer assisted design (CAD) software allows users to
generate and manipulate two-dimensional (2D) and three-
dimensional (3D) objects. A user can interact with a CAD
program using various peripheral input devices, such as a
keyboard, a computer mouse, a trackball, a touchpad, a touch-
sensitive pad, and/or a touch-sensitive display. The CAD
program may provide various software tools for generating
and manipulating 2D and 3D objects.

The CAD program may provide a drafting area showing
2D or 3D objects being processed by the user, and menus
outside the drafting area for allowing the user to choose from
various tools in generating or modifying 2D or 3D objects.
For example, there may be menus for 2D object templates, 3D
object templates, paint brush options, eraser options, line
options, color options, texture options, options for rotating or
resizing the objects, and so forth. The user may select a tool
from one of the menus and use the selected tool to manipulate
the 2D or 3D object.

SUMMARY

Techniques and systems that support generating, modify-
ing, and manipulating 3D objects using 3D gesture inputs are
disclosed. For example, 3D objects can be generated based on
2D objects. A first user input identifying a 2D object pre-
sented in a user interface can be detected, and a second 3D
gesture input that includes a movement in proximity to a
surface can be detected. A 3D object can be generated based
onthe 2D object according to the first and second user inputs,
and the 3D object can be presented in the user interface where
the 3D object can be manipulated by the user.

Three-dimensional objects can be modified using 3D ges-
ture inputs. For example, a 3D object shown on a touch-
sensitive display can be detected, and a 3D gesture input that
includes a movement of a finger or a pointing device in
proximity to a surface of the touch-sensitive display can be
detected. Detecting the 3D gesture input can include measur-
ing a distance between the finger or the pointing device and a
surface of the display. The 3D object can be modified accord-
ing to the 3D gesture input, and the updated 3D object can be
shown on the touch-sensitive display.

For example, a first user input that includes at least one of
a touch input or a two-dimensional (2D) gesture input can be
detected, and a 3D gesture input that includes a movement in
proximity to a surface can be detected. A 3D object can be
generated in a user interface based on the 3D gesture input
and at least one of the touch input or 2D gesture input.

An apparatus for generating or modifying 3D objects can
include a touch sensor to detect touch inputs and 2D gesture
inputs that are associated with a surface, and a proximity
sensor in combination with the touch sensor to detect 3D
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gesture inputs, each 3D gesture input including a movement
in proximity to the surface. A data processor is provided to
receive signals output from the touch sensor and the proxim-
ity sensor, the signals representing detected 3D gesture inputs
and at least one of detected touch inputs or detected 2D
gesture inputs. The data processor generates or modifies a 3D
object in a user interface according to the detected 3D gesture
inputs and at least one of detected touch inputs or detected 2D
gesture inputs.

An apparatus for generating or modifying 3D objects can
include a sensor to detect touch inputs, 2D gesture inputs that
are associated with a surface, and 3D gesture inputs that
include a movement perpendicular to the surface. A data
processor is provided to receive signals output from the sen-
sor, the signals representing detected 3D gesture inputs and at
least one of detected touch inputs or detected 2D gesture
inputs. The data processor generates or modifies a 3D object
in a user interface according to the detected 3D gesture inputs
and at least one of detected touch inputs or detected 2D
gesture inputs.

These features allow a user to quickly and intuitively gen-
erate, modify, and manipulate 3D objects and virtual 3D
environments.

DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram of a device that is responsive to 3D
gesture inputs.

FIGS. 2A and 2B show an example 3D gesture input.

FIG. 2C shows an example representation of a 3D gesture
input.

FIGS. 3A to 20 show exemplary 3D gesture inputs and 3D
objects that are generated or modified based on the 3D gesture
inputs according to various embodiments of the invention.

FIGS. 21 to 23 are exemplary flow diagrams according to
various embodiments of the invention.

FIG. 24 is a block diagram of an example hardware archi-
tecture of a device for generating, modifying, and manipulat-
ing 3D objects based on 3D gesture inputs.

FIG. 25 is a block diagram of an example network operat-
ing environment for devices for generating, modifying, and
manipulating 3D objects based on 3D gesture inputs.

DETAILED DESCRIPTION

Device Overview

A device having a touch-sensitive display that enables a
user to generate and manipulate 3D objects using 3D gesture
inputs is disclosed. The device has touch sensors that can
sense positions and movements of objects contacting a sur-
face of the display, and proximity sensors that can sense
positions and movements of objects in a three-dimensional
space in the vicinity of the display surface (including move-
ments in proximity to, but not actually touching, the display
surface). The touch sensors can be sensitive to haptic and/or
tactile contact with a user, and map touch positions and finger
movements to predefined touch inputs and 2D gesture inputs,
respectively. The proximity sensors can sense movements of
a user’s fingers or pointing devices in three-dimensional
space, and map the movements to predefined 3D gesture
inputs. In some implementations, the touch sensors and the
proximity sensors can be the same sensors that detect touch,
2D, or 3D inputs depending on finger movements and posi-
tions relative to the display surface. The touch inputs, 2D
gesture inputs, and 3D gesture inputs can be used by appli-
cation programs to trigger events, such as applying certain
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transformations to objects, allowing the user to generate and
manipulate 3D objects quickly and intuitively.

Referring to FIG. 1, in some implementations, device 100
can include touch-sensitive display 102 that is responsive to
touch inputs, 2D gesture inputs, and 3D gesture inputs. An
application program, such as a CAD program, can be
executed on device 100 to enable a user to generate and
manipulate 2D and 3D objects. The CAD program may pro-
vide a graphical user interface having drafting area 104 for
showing the objects, and menu area 106 having user-select-
able menus. Device 100 can be, for example, a computer, a
tablet computer, a handheld computer, a personal digital
assistant, a cellular telephone, a network appliance, a camera,
a smart phone, an enhanced general packet radio service
(EGPRS) mobile phone, a network base station, a media
player, a navigation device, an email device, a game console,
a laptop computer, or a combination of any two or more of
these data processing devices or other data processing
devices.

In some implementations, the user interface may include
input area 108 that is logically separated from drafting area
104, in which each of areas 104 and 108 can independently
receive touch and gesture inputs. Input area 108 can be any
region on display 102 that is designated by the operating
system or application program to be the input area. By pro-
viding input area 108, the user may input two or more multi-
touch or gesture inputs at the same time. For example, the left
hand may provide one gesture input in input area 108, and the
right hand may provide another gesture input in drafting area
104. Some gesture inputs may require inputs from both
hands, so having a separate input area 108 allows the CAD
program to determine whether the movements from multiple
fingers correspond to two different gesture inputs or a single
gesture input. Additional input areas can be provided, for
example, to enable multiple users to process objects simulta-
neously, with each person possibly providing multiple ges-
tures at the same time.

In the description below, the 3D gesture inputs are
described in terms of the movements of the user’s fingers. The
user can also provide 3D gesture inputs using other pointing
devices, such as styluses, or a combination of fingers and
pointing devices. For example, the user may use the left hand
fingers in combination with a stylus held in the right hand to
provide 3D gesture inputs.

Device 100 is intuitive to use because objects can be shown
in drafting area 104, and the user can touch and manipulate
the objects directly on the display (as compared to indirectly
interacting with a separate touch-pad). In some implementa-
tions, the CAD program allows the user to generate 3D
objects from 2D objects. For example, a user can generate a
2D object using a multi-touch input, then lift the fingers
simultaneously to extrude the 2D object to form a 3D object.

The following describes examples of generating 3D
objects using touch and gesture inputs. In some implementa-
tions, the operating system of device 100 may have a touch
model (which may include, for example, a standard touch and
gesture input dictionary) that is used by the application pro-
grams executing on device 100. Each application program
may have its own touch model (which may include, for
example, the application’s touch and gesture input dictio-
nary), and users may define their own touch models (which
may include, for example, the users’ custom touch and ges-
ture input dictionaries). Touch and gesture inputs other than
those described below can also be used.

Generating, Modifying, and Manipulating 3D Objects Using
3D Gesture Inputs
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Referring to FIGS. 2A and 2B, one type of 3D gesture input
can include touching display surface 118 at multiple touch
points 160 and pulling up 162 the fingers for a distance.
Referring to 2C, the 3D gesture input shown in FIGS. 2A and
2B will be represented by double circles 164 indicating touch
points on display 102 and dashed lines 166 indicating move-
ments of the fingers or pointing devices.

Referring to FIGS. 3A and 3B, a user can generate trian-
gular prism 128 based on triangle 122. FIG. 3A shows a
sequence of finger movements that defines a 3D gesture input
for generating triangular prism 128. FIG. 3B shows graph 132
that includes triangle 122 and graph 134 that includes trian-
gular prism 128, which the user sees on display 102. The user
can generate triangle 122 by using three fingers to touch
display surface 118 at three touch points 120a, 1205, and
120c¢. The user lifts or pulls up 124 the three fingers substan-
tially perpendicular to the surface at substantially the same
time to a distance from display surface 118, and pauses 126
for at least a predetermined time (for example, one second).
These movements indicate a 3D gesture input that is associ-
ated with extrusion of triangle 122, resulting in triangular
prism 128 having a cross section that corresponds to triangle
122. The height H (or thickness) of triangular prism 128 is
proportional to the amount of movement of the fingertips
perpendicular to the surface. In some implementations, an
application program (e.g., a CAD program) can configure a
touch model in the system to that 3D gestures can be detected.
The touch model can have an Application Programming
Interface (API) that can be used by the application to receive
2D or 3D touch events and use those touch events to perform
actions, such as rendering a 2D object into a 3D object on a
display.

When the user pulls up the fingers to extrude triangle 122,
the user will initially see a top view of triangular prism 128,
which can be rotated to show a perspective view of triangular
prism 128, as shown in graph 134.

There can be more than one way to indicate the end ofa 3D
gesture input. For example, rather than pausing for at least the
predetermined period of time, the operating system or the
CAD program can be configured to recognize the end phase
by detecting a short pause followed by spreading out of the
fingertips (or moving the fingertips in the horizontal direc-
tion), as represented by movements 130. In movements 130,
the fingertips may pause for less than the predetermined
period of time and may allow the user to complete the 3D
gesture input faster.

In some implementations, the beginning and ending of
each 3D gesture input can be defined by certain actions
received in input area 108. For example, touching the input
area 108 may indicate the start of a 3D gesture input, main-
taining the tactile contact with display surface 118 may indi-
cate continuation of the 3D gesture input, and moving the
finger away from the input area 108 may indicate the end of
the 3D gesture input.

If a triangle has already been generated, the user can also
touch the triangle to select the triangle, then pull up the fingers
to extrude the selected triangle to form a triangular prism. The
CAD program can be configured to recognize a 3D gesture
input that includes touching a 2D object at two or more touch
points followed by pulling up the fingers to indicate extrusion
of the 2D object to generate a 3D object. When the user
touches an object for a predetermined time (for example, 0.5
second), the CAD program can highlight the object to indi-
cate that the object has been selected. The user can de-select
the object by, for example, quickly moving the finger(s) away
from the display surface at an angle less than a predetermined
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degree (for example, 60°) relative to display surface 118, or
using other predefined gesture input associated with de-se-
lection.

Referring to FIGS. 4A and 4B, a user can generate a cube
or a rectangular prism by extruding a square or a rectangle,
respectively. FIG. 4A shows a sequence of finger movements
that defines a 3D gesture input for generating a rectangular
prism. FIG. 4B shows graph 148 that includes rectangle 144
and graph 149 that includes rectangular prism 146, which the
user sees on display 102. The user can generate rectangle 144
by providing four touch inputs, for example, by using four
fingertips to touch display surface 118 at four touch points
140a, 1405, 140c, and 1404. The user lifts or pulls up 142 the
four fingertips substantially perpendicular to surface 118 at
substantially the same time to locations at a distance from
display surface 118, and pauses for at least a predetermined
time (or pause and spread out the fingers) to signal the end
phase of this 3D gesture input.

Pulling up the four fingertips substantially perpendicularto
surface 118 at substantially the same time and pausing for at
least the predetermined time (or pause and spreading the four
fingers) representing a 3D gesture input that indicates extru-
sion of rectangle 144 and resulting in a 3D rectangular prism
146 having a cross section that corresponds to rectangle 144.
The height H (or thickness) of 3D rectangular prism 146 is
proportional to the movement of the fingers perpendicular to
surface 118.

When the user pulls up the fingers to extrude rectangle 144,
the user will initially see a top view of rectangular prism 146,
which can be rotated to obtain a perspective view of rectan-
gular prism 146, as shown in graph 149.

Referring to FIGS. 5A and 5B, a user can generate a cyl-
inder by extruding a circle. FIG. 5A shows a sequence of
finger movements that defines a 3D gesture input for gener-
ating a cylinder. FIG. 5B shows graph 158 that includes circle
150 and graph 159 that includes cylinder 156, which the user
sees on display 102. In some implementations, the user can
select a circle option from menus 106 (FIG. 1) and provide
three touch inputs (for example, by using three fingertips to
touch display surface 118 at three touch points 152a, 1525,
and 152¢). The CAD program can be configured such that
when the circle option is selected and three touch inputs are
received, the CAD program generates a circle that passes the
three touch points. The user pulls up 154 the three fingertips
substantially perpendicular to surface 118 at substantially the
same time, and pauses the fingertips at a distance from the
display surface 118 for atleast a predetermined time (or pause
and spread out the fingers) to signal the end phase of this 3D
gesture input.

When the circle option is selected, pulling up the three
fingertips substantially perpendicular to surface 118 at sub-
stantially the same time and pausing for at least the predeter-
mined time (or pause and spreading the three fingers) repre-
sent a 3D gesture input that indicates extrusion of circle 150,
resulting in 3D cylinder 156 having a cross section that cor-
responds to circle 150. The height H (or thickness) of cylinder
156 is proportional to the movement of the fingertips perpen-
dicular to surface 118.

When the user pulls up the fingers to extrude circle 150, the
user will initially see a top view of cylinder 156, which can be
rotated to show a perspective view of cylinder 156, as shown
in graph 159.

Referring to FIGS. 6A and 6B, a user can generate an
extruded 3D object from an arbitrary shaped 2D object. FIG.
6A shows a sequence of finger movements that defines a 3D
gesture input for generating a 3D object. FIG. 6B shows graph
176 that includes a 2D line drawing defining 2D object 170,
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and graph 178 that includes frustum 172 extruded from 2D
object 170, as seen by the user on display 102. In some
implementations, the user can select a freestyle line drawing
option from menus 106 to draw arbitrary 2D object 170. The
user touches 2D object 170 using two or more fingertips and
pulls up 174 the fingertips substantially perpendicular to sur-
face 118 at substantially the same time, and pauses the fin-
gertips at a distance from the display surface 118 for at least
a predetermined time (or pause and spread out the fingers) to
signal the end phase of this 3D gesture input.

Touching 2D object 170 using two or more fingers, pulling
up the fingers at substantially the same time, and pausing for
at least the predetermined time (or pause and spreading the
fingers) represent a 3D gesture input that indicates extrusion
of 2D object 170, resulting in frustum 172 having a cross
section that corresponds to 2D object 170. The height H (or
thickness) of frustum 172 is proportional to the movement of
the fingertips perpendicular to surface 118.

‘When the user pulls up the fingers to extrude 2D object 170,
the user will initially see a top view of frustum 172, which can
be rotated to show a perspective view of frustum 172, as
shown in graph 178.

The CAD program may have additional functions to allow
the user to further modify the frustum 172, such as modifying
the flat top and/or bottom surface to form a curved surface,
making portions of frustum 172 hollow, attaching other 3D
objects to frustum 172. For example, frustum 172 can be the
basis of a guitar body.

The CAD program may allow a user to select an object in
a photograph and extrude the selected object to form a 3D
object. This may allow a user to quickly generate, for
example, 3D models of buildings from aerial photographs.

Referring to FIGS. 7A and 7B, a user can generate a pyra-
mid with a triangular base from a triangle. FIG. 7A shows a
sequence of finger movements that defines a 3D gesture input
for generating a pyramid. FIG. 7B shows graph 190 that
includes triangle 180, graph 192 that includes a top view of
pyramid 182, and graph 194 that includes a perspective view
of pyramid 182, as shown on display 102. The user can
generate triangle 180 by using three fingers to touch display
surface 118 at three touch points 184a, 1845, and 184c¢. The
user lifts or pulls up 186 the three fingers at substantially the
same time to a distance from display surface 118, while also
drawing the three fingers together, pauses and spreads out 188
the fingers (or pauses for at least a predetermined period of
time). These movements indicate a 3D gesture input that is
associated with generating pyramid 182 from triangle 180, in
which pyramid 182 has a bottom surface that corresponds to
triangle 180. The height H (or thickness) of tetrahedron 182 is
proportional to the amount of movement of the fingertips
perpendicular to surface 118.

Referring to FIGS. 8A and 8B, a user can generate a pyra-
mid with a rectangular base from a rectangle. FIG. 8 A shows
a sequence of finger movements that defines a 3D gesture
input for generating a pyramid. FIG. 8B shows graph 200 that
includes triangle 206, graph 202 that includes a top view of
pyramid 208, and graph 204 that includes a perspective view
of pyramid 208, as shown on display 102. The user can
generate rectangle 206 by using four fingers to touch display
surface 118 at four touch points 210a, 2105, 210¢, and 2104.
The user lifts or pulls up 212 the four fingers at substantially
the same time to a distance from display surface 118, while
also drawing the four fingers together, pauses and spreads out
the fingers (or pauses for at least a predetermined period of
time). These movements indicate a 3D gesture input that is
associated with generating pyramid 208 from rectangle 206,
in which pyramid 208 has a bottom surface that corresponds



US 8,514,221 B2

7

to rectangle 206. The height H (or thickness) of pyramid 208
is proportional to the amount of movement of the fingertips
perpendicular to surface 118.

Referring to FIGS. 9A and 9B, a user can generate a cone
from a circle. FIG. 9A shows a sequence of finger movements
that defines a 3D gesture input for generating a cone. FIG. 9B
shows graph 220 that includes circle 224 and graph 222 that
includes a perspective view of cone 226, as shown on display
102. The user can generate circle 224 by selecting the circle
option and providing a touch input having three touch points
228a, 228b, and 228c, similar to the method described in
FIGS. 5A and 5B. The user lifts or pulls up 230 the three
fingers at substantially the same time to a distance from
display surface 118, while also drawing the three fingers
together, pauses and spreads out the fingers (or pauses for at
least a predetermined period of time). These movements indi-
cate a 3D gesture input that is associated with generating cone
226 from circle 224, in which cone 226 has a bottom surface
that corresponds to circle 224. The height H (or thickness) of
cone 226 is proportional to the amount of movement of the
fingertips perpendicular to surface 118.

Referring to FIGS. 10A and 10B, a user can generate a
frustum from a 2D object, such as a triangle, a square, a
rectangle, a pentagon, a polygon, or a circle. FIG. 10A shows
a sequence of finger movements that defines a 3D gesture
input for generating a frustum having a triangular cross-
section. FIG. 10B shows graph 240 that includes triangle 242,
graph 244 that includes a top view of frustum 246, and graph
248 that includes a perspective view of frustum 246, as shown
on display 102. The user can generate triangle 242 by provid-
ing a touch input having three touch points 250a, 2505, and
250c. The user lifts or pulls up 252 the three fingers at sub-
stantially the same time to a distance from display surface
118, in which the movement of the fingers are not entirely
perpendicular to surface 118, pauses the fingers at locations
that are not entirely above the touch points 2504 to 250¢, and
spreads out 254 the fingers horizontally (or pauses for at least
apredetermined period of time). These movements indicate a
3D gesture input that is associated with generating frustum
246 from triangle 242, in which frustum 246 has a bottom
surface that corresponds to triangle 242 and a top surface
defined by the locations of the three fingertips during pause.
The height H (or thickness) of frustum 246 is proportional to
the amount of movement of the fingertips perpendicular to
surface 118.

Referring to FIGS. 11A and 11B, the CAD program can be
configured to accept 3D gesture inputs to modify a 3D object
by pulling out or pushing in portions of the 3D object. FIG.
11A shows a sequence of finger movements that defines a
“pinch-and-pull” 3D gesture input for pinching and pulling
out a portion of the surface of'a 3D object. The user can touch
display surface 118 at two touch points 260a and 2605, slide
262 the two fingers toward each other across display surface
118 as if pinching an object, and pull up 264 the two fingers
substantially perpendicular to surface 118.

FIG. 11B shows a sequence of finger movements that
defines a “pinch-and-push” 3D gesture input for pinching and
pushing ina portion of the surface of a 3D object. The user can
hover the two fingertips 270a and 2705 above display surface
118, move 272 two fingers toward each other in substantially
horizontal motions as if pinching an object, and push down
274 the two fingers substantially perpendicular to surface
118.

FIG. 12 shows a sequence of gesture inputs for generating
a raised portion on a surface. Assume that surface 280 repre-
sented by amesh has been generated and a top view of surface
280 is shown on display 102. The user can apply pinch-and-
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pull gesture input 282 to location 284 on surface 280 to cause
location 284 to be “pulled up” to form raised portion 286, in
which location 284 becomes the highest point of raised por-
tion 286.

Surface 280 initially can be either a 2D object or a 3D
object. If surface 280 is initially a 2D object, when the pinch-
and-pull gesture input is applied to the 2D surface, the 2D
surface is transformed into a 3D surface having a raised
portion. The width of raised portion 286 can be defined by a
sliding ruler, or by another gesture input. For example, the
user can use the left hand to provide a touch input that
includes two touch points in the input area 108 (FIG. 1). The
distance between the two touch points defines the width at
halfheight of raised portion 286. For example, if the height of
raised portion 286 is H, then the width of raised portion at
height H/2 will be equal to the distance between the two touch
points in input area 108. Raised portion 286 can have a math-
ematically defined surface profile, such has having a cross-
sectional profile (for example, along the x-z or y-z plane)
resembling a Gaussian curve or other curves.

For example, the user can change the distance between the
two touch points in input area 108 while pulling up the fingers
in the pinch-and-pull gesture input 282 to modify the cross
sectional profile (along the x-y plane) of raised portion 286 at
various heights.

When the user pulls up the fingers, the user initially sees a
top view of surface 280, including raised portion 286. The
user can apply rotation gesture input 288 (as shown in graph
290) to rotate surface 280 along the axis that is perpendicular
to display surface 118. Here, the z-axis is perpendicular to
display surface 118, so rotation gesture input 288 causes
surface 280 to rotate about the z-axis. Rotation gesture input
288 includes touching display surface 118 at two touch points
2924 and 2925, and sliding the fingertips in a circular motion
294. The user sees rotated surface 280 as shown in graph 296.

The user can apply a second rotation gesture input 298 (as
shown in graph 300) to further rotate surface 280. Rotation
gesture input 298 includes two touch points 302a and 3025
that define an axis (which passes touch points 302¢ and
3025), and a swipe motion 304 that defines the direction of
rotation about the axis defined by touch points 302a and 3025.
Here, rotation gesture input 298 causes surface 280 to rotate
about the axis, allowing the user to see a perspective view of
surface 280 having raised portion 286, as shown in graph 306.

A surface (for example, of an object or a landscape) can be
modified in various ways to generate complicated 3D shapes
or landscapes. For example, the user can applying gesture
inputs to define the cross-sectional shape of a raised portion.
The user can first draw a shape, such as a triangle, rectangle,
circle, or an arbitrary shape, then apply the pinch-and-pull
gesture input to generate a raised portion having a cross-
sectional profile that correspond to the shape previously
drawn. The pinch-and-pull motion may have to be applied to
the drawn shape within a predetermined period of time (for
example, one-half of a second), so that the CAD program
understands that the pinch-and-pull motion is to be applied to
the shape that was previously drawn. Otherwise, the CAD
program may interpret drawing the object and the pinch-and-
pull gesture input as two unrelated events.

For example, the user can apply the gesture inputs shown in
FIGS. 3A, 4A, 5A, 6A, 7A, 8A, 9A, and 10A to generate a
raised portion that resembles a triangular prism, a rectangular
prism, a cylinder, an arbitrary shaped frustum having equal
top and bottom surfaces, a pyramid having a triangular base,
a pyramid having a rectangular base, a cone, and a frustum
having top and bottom surfaces with diftferent shapes and/or
sizes, respectively.
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FIG. 13 shows a sequence of gesture inputs for generating
a raised portion having a rectangular cross section on a sur-
face. Assume that surface 350 represented by a mesh has been
generated and a top view of surface 350 is shown on display
102. The user can apply touch-and-pull gesture input 352 to
surface 350 with four touch points to pull up a portion of
surface 350 to form raised portion 356 that has a rectangular
cross section. When the user raises the fingers to pull up the
rectangular raised portion 356, display 102 initially shows a
top view of surface 350 including raised portion 356. The user
can rotate surface 350 to obtain a perspective view of surface
350 including raised portion 356, as shown in graph 354. The
user can enter a command to change the mesh view to a solid
view, as shown in graph 358.

The surfaces of raised portion 356 can be further modified,
such forming additional raised portion 360 on a surface of
raised portion 356.

The CAD program can provide an “invert” option for gen-
erating a recess or impression in a surface, in which the shape
of the recess corresponds to the shape of the 3D object asso-
ciated with a gesture input. For example, a user can provide
gesture inputs for raising a circular portion of a surface,
followed by selection of the invert option, to form a recessed
portion having a circular cross section, such as recessed por-
tion 362 on a surface of raised portion 356, as shown in graph
364. For example, the invert option can be selected using
menus 106 or by providing gesture inputs in input area 108.

Using the method described above, the user can form
raised or recessed portions of any shape on the surface of any
3D object. For example, the user can form raised and recessed
portions on the surface of a sphere to represent mountains and
valleys on a globe.

In some implementations, the CAD program may provide
the option of allowing the user to raise a portion of a surface
by first drawing a shape on the surface, then using the pinch-
and-pull gesture input to pull up the surface to form a raised
portion having a cross section corresponding to the shape
previously drawn. Similarly, the user can draw a shape on the
surface, then using the pinch-and-push gesture input to push
down the surface to form a recessed portion having a cross
section corresponding to the shape previously drawn.

The CAD program may allow the user to apply color and
texture to surfaces of objects. The proximity sensor of device
102 may be used to allow the user to conveniently select
different mixtures of color or texture components by adjust-
ing the distances of different fingers relative to display surface
118.

For example, referring to FIG. 14, the CAD program may
designate regions 376a, 3765, and 376¢ in input area 108 for
controlling red, green, and blue colors, respectively. The user
may provide touch input 372 to surface 378 of object 374
shown in draft area 104 to select surface 378, and place three
fingers above regions 376a, 3765, and 376¢ to control the
color of surface 378. The relative heights of the fingertips
370a, 3705, and 370c¢ above regions 376a, 3765, and 376¢,
respectively, indicate the relative weights of the red, green,
and blue colors in the color of surface 378. For example,
pulling up the fingertip 3705 will increase the green compo-
nent in the color of surface 378, and pushing down fingertip
370c¢ will decrease the blue component in the color of surface
378.

Confirming the selection of the weights of the color com-
ponents can be achieved in various ways. For example, the
user may touch a small portion of area 378 (so as not to
obscure the entire area 378 while the color of area 378 is being
adjusted) and maintain contact with area 378 while using 3D
gesture inputs to adjust the weights of the color components.
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When the user finds the desired color, the fingertip may be
lifted off area 378, and the last values of the red, green, and
blue color components while the fingertip still contacted area
378 are selected. As an alternative, the user may hover fin-
gertips above the regions 3764, 3765, and 376¢ for a prede-
termined amount of time to indicate adjustment of the color
components. After adjusting the red, green, and blue color
components, the user can tap anywhere in input area 108 to
confirm selection of the weights for the red, green, and blue
color components.

Controlling the relative weights or portions of the red,
green, and blue colors can also be achieved by using three
slide bars, each slide bar controlling one of the red, green, and
blue colors. The advantage of using the technique shown in
FIG. 14 is that the area occupied by regions 376a, 3765, and
376c¢ can be made smaller than the area needed for three slide
bars. This is useful when the screen size is small, such as when
display 102 is part of a portable device, such as a mobile
phone, personal digital assistant, game console, or digital
camera.

FIG. 15A shows an example in which the CAD program
designates regions 380a and 3805 in input area 108 for use in
controlling relative weight of a first texture and a second
texture applied to a selected surface of an object. The user can
control blending of two textures by adjusting relative heights
of fingertips 382a and 3825 above regions 380a and 3805,
respectively. For example, pulling up fingertip 3826 will
cause the second texture to be given more weight when
applied to the selected surface.

FIG. 15B shows an example in which the CAD program
designates regions 390q and 3905 in input area 108 for use in
controlling brightness and contrast, respectively, of a selected
region or surface of an object. The user can control brightness
and contrast by adjusting heights of fingertips 392a and 3925
above regions 390a and 3905, respectively. For example,
pulling up fingertip 3925 will increase contrast, and pushing
down fingertip 3924 will decrease brightness.

FIG. 16 shows an example in which the CAD program
accepts 3D gesture inputs for controlling hue, saturation, and
brightness. Slide bars 4004, 4005, and 400c are provided for
controlling the red, green, and blue color components,
thereby controlling hue. The user can adjust the average
height of fingertips 402a, 4025, and 402¢ to control bright-
ness. The user can adjust the relative heights of fingertips
402a and 402c¢ to control saturation. For example, if fingertip
402a is much higher than fingertip 402¢, the saturation is low,
if fingertip 4024 is the same height as fingertip 402c¢, the
saturation is medium, and if fingertip 402a is much lower than
fingertip 402¢, the saturation is high.

The CAD program may provide an option to allow the user
to select the position of a light source by moving a fingertip in
the vicinity of display surface 118. The center of display
surface 118 may correspond to a reference point in a virtual
3D environment, and the position of the fingertip relative to
the center of display surface 118 may control the position of
a light source in the virtual 3D environment relative to the
reference point. The CAD program may continuously update
the shadows and lighting effects on the virtual 3D environ-
ment and the 3D objects as the user moves the fingertip
relative to display surface 118, until the user confirms selec-
tion of the position of the light source. The CAD program may
allow the user to adjust the positions of multiple light sources
by tracking the positions of multiple fingertips relative to the
reference point.

The CAD program may allow the user to select a 2D
editing mode for generating and modifying 2D objects, and a
3D editing mode for generating and modifying 3D objects.






